
The	Koopman	operator	is an
ubiquitous tool for dynamical system
analysis. It permits the analysis of
observable	functions along
trajectories. For a Markovian process
with timestep   , it is defined as  

Convergence	rate	seems to be the Monte Carlo rate
Numerical	experiments	confirm it. It has been proven in some
specific settings (such as the logistic map                                ). 

Using the theory of least-squares, we were able to prove	that	rate
under the assumption of	orthonormality of      , and
boundedness of            .
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Recent	work [4] shows that the least squares method can
converge at a super-algebraic rate.
We numerically show that a faster	convergence rate can be
achieved if the size of the dictionary      grows with the number
of data points, for analytic observables (such as the logistic
map with                      below).

Convergence	rate results for the approximation of the
Koopman operator in the finite data setting are provided.
Results are consistent with numerical experiments.
There is still room for improvement, as our theorem assumes
orthonormality of     , but experiments suggest this is not
necessary (see the case of monomials). 
 Compressed	sensing recovery guarantees are also derived
for LASSO-type and basis	pursuit-type decoders.

Step	1: Transform the EDMD problem into independent least
squares problem.
Step	2: Using recovery guarantees from [3], derive a convergence
rate of                    , using Monte	Carlo	approximation	theory. 
Step	3: Each least squares problem follows this rate. Re-transform
into the EDMD problem to obtain the convergence rate.

The matrix obtained
approximates the Koopman
operator on                     using the
basis     .  
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The	Koopman	operator	provides an equivalent linear
formulation of any dynamical system, through the evolution of
observable	functions.

Extended	dynamic	mode	decomposition	

Beyond	the	Monte	Carlo	rate

Finite-Data	Error	Bounds	for	Approximating	the	Koopman	Operator
Daniel Fassler, Jason Bramburger, Simone Brugiapaglia,

Department of Mathematics and Statistics, Concordia University

Introduction

References

What	is	currently	known	of	EDMD?
EDMD	converges	to	the	Koopman	operator	[2]

EDMD	as	a	least	squares	problem

We	can	use	the	theory	of	least-squares	to	get	convergence	rates!
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EDMD	seeks to approximate the Koopman operator from	data.
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Equivalently

We have presented new convergence results for EDMD, using
minimal assumptions. These results apply to both the
deterministic and stochastic dynamics cases.

.

Equivalent to

		 independent least squares problem


